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1. MOTIVATION

The following situation was already investigated by C.F. Gau$ [12]: Let d, not a perfect
square, be a discriminant (i.e. d = 0,1 (4)). There are infinitely many primitive quadratic
forms f(z,y) = az® + bwy + cy?® (ie. ged(a,b,c) = 1) with integer coefficients and
discriminant d = b? — 4ac but they fall in only finitely many equivalence classes. Here two
forms f; and f, are called equivalent iff fi(z,y) = fo(ax + By, vx + dy) for some matrix

< f; ? ) € SL(Z). Let h(d) be the number of equivalence classes to a given discriminant

d (where in case d < 0 only classes of positive definite forms are counted).

Here is one reason why the size of h(d) is of interest. In general no explicit formulae
are known for the number of representations of integers by an individual quadratic form
(where this number must be suitably defined in case d > 0 because then the forms are
indefinite). Such formulae are only known for the sum of the representation numbers over
a complete system of forms representing all equivalence classes to a given discriminant.
So for h(d) = 1 we have the rare case that there are explicit formulae for individual
representation numbers.

In the case of a fundamental discriminant d (i.e. d is squarefree if d = 1(4) and d/4
is squarefree and = 2,3 (4) if d = 0(4)) h(d) can also be interpreted as the ideal class
number in the narrow sense of the quadratic field Q(\/E) If d < 0 it equals the ideal
class number h*(d) in the wider sense. If d > 0 then h(d) = h*(d) if u> — dv? = —4 has
a solution in integers w,v and h(d) = 2h*(d) otherwise. In this interpretation the size
of h(d) is of interest again. The integers in the field Q(v/d) form a unique factorization
domain iff A*(d) = 1. So in general h*(d) measures how far away they are from having
unique factorization.

What is the behaviour of h(d) as d varies? Gauf} gave several conjectures some of which
were subsequently proved. In many proofs a key ingredient is Dirichlet’s class number
formula. Let x, be the Jacobi character associated to d. This Dirichlet character modulo

Date: March 27, 2001.



2

|d| is defined to be completely multiplicative on Z with

d 1, p Jd, 2*> = d(p) is solvable,
Xa(p) == <—> :=<{ —1, 2*=d(p) is unsolvable, for p > 2 prime, (1.1)
p
0, pld,
1, d=1(8)
’ ’ 1, d>0,
xa(2) =< —1, d=5(8), and  yq(—1) := { 1 d<o0 } (1.2)
0, d=0(4), ’ '

Define the Dirichlet L-series
L(S, Xd) = Z Xd(n)7 Fis > 17

ns
n>1

associated to yg4. In fact, since d is not a square the series converges for s > 0, and
it can be extended to an entire function with respect to s. In case d > 0, let (ug,vq)
be the fundamental solution of Pell’s equation u* — dv? = 4 (i.e. the solution with
u,v > 0 and v minimal; it is a non-trivial fact that a solution with v > 0 exists). Define
€q := (ug + vgV/d)/2. In case d < 0, define

6, d= -3,

wg =< 4, d=—4,

2, d< —4.

Then the fundamental relation (Dirichlet’s class number formula)
27r)_1wd ’d|L<1 Xd) d<0

h(d) = ( TS ’ 1.3
( ) { (log Ed)il\/aL(la Xd)7 d> 07 ( )
holds which reduces the number theoretic/algebraic quantity h(d) to the analytic quantity

L<17 Xd)

For all this, see [4], [9], [24].

Now a fundamental question about class numbers for large discriminants can be an-
swered with Siegel’s theorem: For e > 0 there is some C(¢) > 0 such that L(1,x4) >
C(e)|d|c. Together with the easy upper bound L(1, y4) < log(|d| 4 2) it follows that, for
d <0,

h(d)

|d|_ <Le ‘d‘1/2

< log(|d| + 2), (1.4)

i.e. h(d) grows roughly like |d|'/? as d — —oo. Since for no 0 < € < 1/2 an explicit value
for C'(e) is known this result does not help to find all those fundamental discriminants
d < 0 with h(d) = 1, say. This class number problem of Gaufl was solved in 1966 by
Baker [1] and in 1967 with different methods by Stark [30].

For d > 0 we only get

h(d)log €4
JL/2

Since the size of €, fluctuates wildly with d it is not true that h(d) — oo as d — oo. In

fact it is conjectured that there are infinitely many fundamental discriminants d > 0 with

4 <, < log(d +2).
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h(d) = 1. For the computational aspects of class numbers and some conjectures, see [7],
Chapter 5, and in particular Section 5.10.

For the remainder of this article we will look at the behaviour of A(d) in the mean.
The symbols ¢, ¢V, ¢; and so on will always denote constants (not necessarily always the
same) and e will denote an arbitrary positive real.

2. RESULTS ABOUT THE LIMIT DISTRIBUTION

A function F' : R — [0,1] will be called a distribution function iff I is increasing,
continuous from the right, lim,_,_, F'(2) = 0 and lim, .o, F'(2) = 1. In 1951 Chowla and
Erdos [6] showed that, for real s > 3/4, there is a continuous distribution function F'(-, )
which strictly increases on (0, c0) such that

11m7#{1<id<x‘L3Xd <z} =F(z,5), zeR (2.1)
T—0o0 U
For s =1 it follows that
wh(d)
xh—{gox—#{ Sm‘w—lﬂgz}:F(z,l), zeR.

This shows in particular that the upper and lower bounds in (1.4) cannot be replaced by
positive constants. In any interval (a,b] C RT of positive length there will be, for large
r, a positive fraction ~ F (b, 1) — F(a, 1) of all the values 7|d|~*/?h(d), 1 < —d < x. The
method of proof rests on an approximation of L(s, x4) by a suitably choosen subsum of
its Dirichlet series representation. This is true for many of the subsequent results but the
particular choice of the subsum varies.

Barban [2] proved in 1966 that, for all £ € N,
Z L(1,xq)" = r(k)z + O (z exp(—cy/log z)) (x — 00), (2.2)

1<+d<zx

where ¢ > 0 is a constant independent of k and

)= 3 A, (2.3)

n>1

Here di(n) is the number of ways one can write n as a product of k positive integers.
From this theorem part of Chowla and Erdos’ result can be derived using the following

theorem of Fréchet and Shohat (e.g. [3], Theorems 25.10 and 30.1): Let (F,),>1 be a
sequence of distribution functions such that
e for every k,n € N, the k-th moment ay(n fR 2FdF,(2) of F, exists,
e for every k € N, the limit [ := lim,,_« Ozk(n) exists,
e the power series ®(w) := 1+ >, ., Bxw*/k! has a positive radius of convergence.
Then there is a distribution function F' such that
e [, converges weakly to F, i.e. lim, .. F,,(z) = F(z) for all points of continuity z
of F,
e for all £ € N, the value 3 is the k-th moment of F',
e for t € R close to 0, the equation ®(it) = ¢(t) holds where ¢(t) = [ e"*dF(z) is
the characteristic function of F.



Now
M, = #{1 < +d <n|d# Ois a discriminant } ~ g (n — o),
and the functions

F.(z) = Mi #{1<+d<n|L(l,xa) <2}, z€R,

are distribution functions. According to (2.2), their k-th moments have the asymptotics

Min > LLxa) ~2r(k) =B,  (z— o0).

1<+d<n
From (2.3) it follows easily that (5, < exp(ckloglogk) as k — oo with some constant
¢ > 0 and thus ®(w) has radius of convergence infinity. Fréchet and Shohat’s theorem
now shows that there is a distribution function F' such that (2.1) holds for s = 1 and
F(-,1) = F at all points of continuity z of F. Furthermore, for £ € N the k-th moment
of F' exists and equals 2r(k). Finally, F' has an entire characteristic function given by

o) =1+ 2r(k) ik peR.

k!
k>1

The last two pieces of information are not contained in Chowla and Erdos’ result.
Subsequently Wolke [32] improved the error term in (2.2) to Oy (2%/4+€) and Jutila [17]
to Oy (x'/?(log x)%).
Elliott ([10]; [11], Chapter 22) proved with ideas from probabilistic number theory that
F(e*,s) is smooth in z, gave an explicit rate of convergence in (2.1) and calculated an
Euler product representation for the characteristic function: For Rs > 1/2,

log log x

log x

x/ #{1 < £d <z ||L(s,xa)| < €} = F(e* s)+0<

)7 x227Z€R7
(2.4)

where F(exp(-), s) € C*(R) is a distribution function, all derivatives of which are bounded
on R and which has the characteristic function

san =T (53 (-3) (1-5) " +5(1-2) (o)) rem o

p

where p runs through the primes.
The following informal argument gives an idea of the proof: Approximate L(s, xq) by

a partial product
~1
I (1 B Xd(p)>
pS

p<P

of its Euler product. Then

log L(s, xa) = — » _log ( )> : (2.6)

p<P
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where the summands correspond to stochastically independent random variables in the
following sense: For every choice ¢, € {0,1,—1}, p < P, there is some discriminant d
with x4(p) = ¢, for p < P. This follows from the Chinese remainder theorem. For p > 2,
the number of such d’s modulo p is 1 in case ¢, = 0 and (p — 1)/2 in case ¢, = £1 since
half of the residues £ 0 mod p are quadratic residues and the other half are not. Thus
the probability of a randomly choosen discriminant d to have x4(p) = ¢, is 1/p for ¢, =0
and (1 —1/p)/2 for ¢, = £1. The joint probability that x4(p) = ¢, for all p < P is the
product of these individual probabilities which follows again from the Chinese remainder

theorem. The characteristic function of the random variable corresponding to the right
hand side of (2.6) is therefore

> _1}exp<it2—1og(1—]%>) I 1 11 %(1_%)

(cp)per: {01, p<P p<Picy=0 L p<p:cpy=t1

(0D 000D ()

which is a partial product of (2.5). If it can be shown that this product is uniformly
convergent on compact subsets of R then (2.4) without the error estimate follows from
Kolmogorov’s continuity theorem.

It seems that not much is known about the shape of the density §(z) of F(z,1) with
respect to Lebesque measure. From the knowledge of the moments of F'(z,1) and F(e*, 1)
it is easy to conclude that §(z) decreases super-exponentially as z — oo and that 0 is a
zero of infinite order of d(z). From numerical calculations in a related situation I would
guess that 0(z) is unimodal, i.e. it has exactly one relative maximum to the left of which
it strictly increases and to the right of which it strictly decreases.

3. VARIATIONS

Elliott [10] obtained results similar to (2.4) where d runs through prime discriminants.
Barban [2] stated but did not prove that results similar to (2.2) could be proved when d
runs through fundamental discriminants.

The behaviour of L(s, x4) changes drastically if Rs = 1/2. Jutila [18] showed in 1981
that

1
Z L §’Xd) = Wzlogz + P+ O (2741, (3.1)
1<#4d<z:dafund. discr.
1 2
Y Li) = ®aflors) 4 Ofellogr) ). (32

1<4d<zx:dafund. discr.

He also got a result similar to (3.1) for prime discriminants. L(1/2, x4) does not have a
mean value but, according to (3.1), it is of order logd in the mean. On the other hand,
from (3.2) it follows that in the quadratic mean it is of order (logd)*?2. Thus it is not a
priori clear what the right normalization of L(1/2,y4) would be in order to get results on
limit distributions. In fact nothing is known in this direction.



Jutila’s main tools are very sharp estimates for quadratic character sums. In 1985
Goldfeld and Hoffstein [14] sharpened (3.1) by proving that

Z L(37 Xd)
1<+d<z:dafund. discr.
c(s)x + O(z'/**e) , Rs>1,
= c(s)x + c(s)x325 + O (29 Fe) , 1/2<Rs<1,s#1/2,
c(1/2)zlogx + c(1/2)x + O (2'/3%F), 5=1/2,

with explicitly given ©(s). Besides the small improvement of the error term for s = 1/2
their approach is of principal interest. They use the fact that the Fourier coefficients of
real analytic Eisenstein series for the metaplectic group involve the values L(s, xq4). In
later papers, with a considerably expanded version of this method, they investigate the
mean values for quadratic twists L(s, f, xa) of Dirichlet series L(s, f) associated to cusp
forms f of weight k. Of particular interest is the case where s is the centre k/2 of the
critical strip. For L(1/2, x4) no arithmetical meaning is known. In contrast to this if k = 2
and f comes from a modular elliptic curve E then according to the Birch-Swinnerton-
Dyer conjecture L(1, f, xq) should contain information on the group of rational points on
the Elliptic curve which is obtained from E by twisting (see [5] and [13]).

Besides (3.1) and (3.2) no further formulae for moments of L(1/2, x4) have been proved.
There are conjectural formulae for all moments which include predictions of the values of
certain coefficients therein on the basis of Random Matrix Theory (see [8]).

So far only mean values for class numbers were considered which are ordered accord-
ing to the size of the discriminant. For positive discriminants a fundamentally different
ordering is possible. In 1982 Sarnak [28] proved that

> h(d)loges = %2 +0(2*?(ogz)®)  (x — o). (3.3)

eqalx

In sums of type (2.2) the quantities h(d) and loge,, which are contained in L(1,x4),
cannot be separated. Here a simple partial summation gives

Z h(d) = Li(2%) 4+ O(x**(log x)?)

eqlx

where Li (z) := [, (logt)~*dt, > 2. The error term in (3.3) was improved by Iwaniec [16]
to O (2%/%4%¢) with the help of estimates for sums of Kloosterman sums. A further
improvement to O(z7/19¥¢) was obtained by Luo and Sarnak [21]. The main tool for the
good error term in (3.3) is Selberg’s trace formula. This unfortunately makes the method
rather inflexible. For example, no higher moments can be treated, and the factor v/d
in h(d)loge, cannot be removed to get results on L(1,x4). With a method similar to
Barban’s it was proved in [25] that

> (h(d)log €q)* = cxa* T + O p(ah77)

gz
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where 0 < p < 1 is explicitly given and independent of k. The same method gives
> L(1,xa)* = ¢ + Ocp(2#F)

€d S(E
and consequently

:}gﬁlom #{ea < |L(1,xa) < 2} = F(2)

for all points of continuity z of F' where F' is some distribution function. In fact it can be
proved with tools similar to Elliott’s that F'is smooth. The method also plays a role in
the proof of the following arithmetical result which is of interest in connection with Farey

fraction spin chains. Let
1 0 11
A':(l 1>’ B':(o 1)

and let ®(n) be the number of matrices C' with tr (C') = n which can be written as products
of A’s and B’s which both occur at least once. Kleban and Ozliik [20] conjectured that
d(n) ~ c-nlogn as n — oo. In [19] it was proved that

6

E ®(n) = —z*logx 4+ O(2” loglog ).
7r

n<x

In [26] the conjecture was proved to be false by showing that ®(n)/(nlogn) has a smooth
limit distribution.

Another variation was considered by Sarnak [29] who proved a mean value formula for
class numbers on certain thin subsets of N. He showed that for v € N,

v+1
Z h(n® —4) ~ ny

logz
2<n<zx &)

So far a fixed Dirichlet series (e.g. the Riemann zeta function or an L-series attached
to a cusp form) was twisted by quadratic characters. In the averaging process the set of
quadratic characters was exhausted in a suitable way. But it is also possible to leave the
Dirichlet series untwisted and change the underlying cusp form instead. Luo [22] consid-
ered the values L(1,sym? f) of symmetric square L-functions at 1 where f runs through
an orthonormal set of Maafl wave forms for the group SLy(7Z) which are simultaneous
eigenforms of all Hecke operators. The forms are ordered according to the sizes of their
Laplacian eigenvalues. Royer [27] investigated the analoguous situation for newforms of
fixed even weight k € N and arbitrary group I'o(N), N € N. Here f runs through nor-
malized newform eigenforms for all Hecke operators. They are ordered according to the
sizes of their levels N.



4. THE METHOD OF BARBAN
The proof of (2.2) is done in three steps.

4.1. Approximation of the Dirichlet series. The value L(1, x4)* can be approximated
by a partial sum or a partial Euler product using partial summation and the Polya-
Vinogradov inequality or an approximate functional equation. Here we use a smoothing
factor e=™/V in the Dirichlet series expansion which leads to a short and elegant proof but
does not give the best possible error term.

Let 1/2 <y < 1,0 < a < 1. These parameters will be fixed later and are independent
of z. For 1/2 <o <1, T > 1, define the rectangle

R(o,T) := {sEC‘aﬁQngZ, |s| gT}.
Let > 2 and set N := z®. Let 1 <|d| < z. Cauchy’s theorem gives, for " > 1,
1

— L(s,xa)"T'(s = 1)N*"'ds = L(1, xq)*. (4.1)
2 Jor(,)
Stirling’s formula ([9], Chapter 10) shows that for ¢; > 0 there is some ¢y > 0 such that
['(s) < e ™91/ |3g|
for |Is| > 1, |Rs| < ¢;. Furthermore,
L(s, xa) < |ds|
for Rs > 1/2 (]9], Chapter 12). Thus

244T
[ Loona s~ 1N < (df o
yEiT

Letting T'— oo in (4.1) gives therefore

1 2+i00
L(1, xq)* = 5= L(s,xq)*I'(s — 1)N*"'ds — I(d, N), (4.2)

T J2—jco

where
I(d,N) ! /wm L(s,xa) T(s — 1)N*'d
= S S — S.
’ 271 y—ioo » Xd

For Rs = 2,

K Xa(n)dk(n)
L(s, xa) ; o .
Plugging this into the integral in (4.2) and using Mellin’s inversion formula
1 pBico y )
37 - L(s)y®ds=e?, y,3>0,

gives for the integral in (4.2) the value

3 M"W (43)

n>1
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This is, up to the smoothing factor e, the Dirichlet series representation of L(1,xq).
When we remove the smoothing factor in the end it will work as if it were 1 for n < N
and 0 for n > N.

4.2. Estimation of the remainder under GRH. If we assume the Generalized Rie-
mann Hypothesis then L(s, x4) has no zeros in fs > 1/2. By a standard procedure we
can conclude that the Generalized Lindelof Hypothesis is true, i.e.

L(s, xa) <e (Jdl(1+[Ss]), 1/2+ € <Rs <2

(see [31], Theorem 14.2, for the Riemann zeta function). Therefore we get
I(d,N) < /(\dl(l + |t) e ™2 (1 |t 2N dt < |d|SNYT (4.4)
R
Collecting (4.2)-(4.4) gives

S(a) = ) L(1,Xd)k:2@e-nm > xaln) + Oz N, (4.5)

1<+d<z n>1 1<+d<z

Originally, d was assumed to run through non-squares. If we drop this condition the
additional error is

nl—e
n>1

0 < Z 1 en/le/2> _ O(N€x1/2)
which fits into the error in (4.5).

4.3. Evaluation of the main term. For n € N, x > 2, set

Sp(zx) = Z Xa(n).

1<+d<z
We are going to prove now that
_ [ zp(0)/(2) +O(n'?), n=11€N,
Snl@) = { O(n'?log(n+2)) , otherwise. (4.6)

If n is a perfect square, n = [? with [ € N, then yq4(n) = 1 for ged(d,l) = 1 and 0
otherwise. Thus

Sp(@) =#{1 <+d<z|d=0,1(4), ged(d,1) = 1}.
Let [ = 2¢I" where 2 JI' and e € Ny. The Chinese remainder theorem gives

p(l'), e=0, }

#{d mod 41'|d = 0,1 (4), ged(d,l) = 1} = { ?p(y) . e>1.

Dividing the range from +1 to +z into complete residue systems modulo 41’ gives

=[] 20 030 eo- 220 w0

This gives the first case in (4.6).
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If n is not a perfect square we will show that S, (z) does not contribute to the main
term. To this end we must realize the function d — y4(n) as a linear combination of
non-principal characters. Define

1, m=1,3(8),

eg(m):=< —1, m=5,7(8),
0 , otherwise,
1, m=1(4),
es(m) = { é’ gh/i;m’ } and €j(m):=< -1, m=3(4),
’ ’ 0 , otherwise.

Then €4 and €} are Dirichlet characters modulo 4 and € is a Dirichlet character modulo 8.
From the definition (1.1) and (1.2) it follows that for a discriminant d,

) = ey (£) 7 (47

where n = 2p{' - - - p¢" is the prime factorization of n. Here one of the exponents ey, . .. , e,
is odd since n is not a perfect square. Furthermore,

setm+eitm) ={ 7 e |

se = 3 () ) (e ast)
Y Sletm o (1) (1)

1<+m<z

Thus

The second sum can be divided into two sums the summands of which are characters
modulo 4n in m which are non-principal by the Chinese remainder theorem. If eg = 0
then one of the e;, 1 < j <, is odd, and the function in the first sum is a non-principal
character modulo n in m. Thus the Polya-Vinogradov inequality gives

S, (x) < nt?log(n + 2),

which is the second case in (4.6).
(4.5) and (4.6) now give

Y(x) = Z %52)6_12/N§@ + O(Z di(n) e—n/an/Q—i-e) T O(m1+EN7_1).

2 1 n
1>1 n>1
The first error term is O(NY?t%). In the main term, use e /N = 1 + O(1*/N) for
I < NY2and e /N = O(1) for [ > N'/2. This gives for the main term

-y M + Oz N71/2+),

l§N1/2
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Expanding the range of summation to infinity gives an additional error O(z N~/2+€),
Thus

2
Y(x) = L Z M +O(z N-U2te f N1/242e x1+6N7,1).
I>1

Since 1/2 < v < 1 and 0 < a < 1 the error is O(2'°) with some § > 0. This ends the
proof of Barban’s result under GRH. ([l

4.4. Estimation of the remainder without GRH. If no unproven hypothesis is as-
sumed we must distinguish two cases.

Case 1: The function L(s, xq) has no zeros in R(y — ¢, (logz)?). Using the Borel-
Carathéodory theorem and Hadamard’s Three Circles Theorem gives

1
L(s,xa) < (|d|(14+[Ss]))e,  [Ss] < E(logw)Q, v <Rs <2
as in [31], Theorem 14.2. Thus

I(d,N) <. / (| (1 + [¢])) e ™M2(1 + [¢])> N7t

[t|<(logz)?/2

+/ (|d|(1 + |t))) ke ™t/2(1 4 |ty N7 Ldt
[t]>(log 2)2/2
< |d]*NTTE (4.7)

This estimate is of the same quality as (4.4).
Case 2: The function L(s, x4) has a zero in R(y — ¢, (log z)?). Here we must estimate
trivially. From (4.2) and (4.3) it follows that

1
I(d,N) <) Fe_”/N + |L(1, xa)|* < N€ + |d|. (4.8)

n>1

We used L(1, xq) < log(|d| 4+ 2) which follows easily from the orthogonality relation for
characters using partial summation.

Now we must show that Case 2 cannot occur too often. This is done with zero density
estimates for L-series. From [23], Theorem 12.2, it follows that, for v > 4/5,

#{1 < |do| < = | dy a fundamental discriminant,
L(s, X4,) has a zero in R(y — ¢, (logz)*)} < g A=n/rke,

Here some accuracy is lost since we only consider quadratic characters but use an estimate
which takes into account also non-quadratic characters. Using [15] instead would allow
to reduce the factor 4 in the exponent somewhat. Every discriminant d can be written as
dor? with a uniquely determined fundamental discriminant dy and 7 € N. Since L(s, x4,)
and

L(s, xa) = L(s, xa0) | | <1 _ XL@)

pS
plr
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have the same zeros in s > 0 it follows that

#{1 <|d <=z | L(s, xa) has a zero in R(y — €, (logx)Z)}

x\ 4(A=7)/v+e e B .
< Y (ﬁ> < pae{1/24(1)/1} e (4.9)

1<r<gl/2
(4.7)-(4.9) now show that in the unconditional case there is an additional error
O(Imax{l/2,4(1—'y)/’y}+26)

n (4.5). Since 4/5 < v < 1 this is still O(z'~%) with some § > 0. The remainder of the
proof is as in 4.3. O
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